
Advancing Generalized Transfer Attack with Initialization Derived Bilevel
Optimization and Dynamic Sequence Truncation

Yaohua Liu1 , Jiaxin Gao1 , Xuan Liu2 , Xianghao Jiao1 , Xin Fan1 and Risheng Liu1,3∗

1School of Software Engineering, Dalian University of Technology, China
2CRRC Qingdao Sifang Rolling Stock Research Institute Co., Ltd, China

3Pazhou Laboratory (Huangpu), Guangzhou, China.
liuyaohua 918@163.com, jiaxinn.gao@outlook.com, liuxuan 16@126.com, jiaoxh0331@outlook.com,

{xin.fan, rsliu}@dlut.edu.cn

Abstract
Transfer attacks generate significant interest for
real-world black-box applications by crafting trans-
ferable adversarial examples through surrogate
models. Whereas, existing works essentially di-
rectly optimize the single-level objective w.r.t. the
surrogate model, which always leads to poor in-
terpretability of attack mechanism and limited
generalization performance over unknown victim
models. In this work, we propose the BilEvel
Transfer AttacK (BETAK) framework by estab-
lishing an initialization derived bilevel optimization
paradigm, which explicitly reformulates the nested
constraint relationship between the Upper-Level
(UL) pseudo-victim attacker and the Lower-Level
(LL) surrogate attacker. Algorithmically, we intro-
duce the Hyper Gradient Response (HGR) estima-
tion as an effective feedback for the transferabil-
ity over pseudo-victim attackers, and propose the
Dynamic Sequence Truncation (DST) technique to
dynamically adjust the back-propagation path for
HGR and reduce computational overhead simul-
taneously. Meanwhile, we conduct detailed al-
gorithmic analysis and provide convergence guar-
antee to support non-convexity of the LL surro-
gate attacker. Extensive evaluations demonstrate
substantial improvement of BETAK (e.g., 53.41%
increase of attack success rates against IncRes-
v2ens) against different victims and defense meth-
ods in targeted and untargeted attack scenarios.
The source code is available at https://github.com/
callous-youth/BETAK.

1 Introduction
Adversarial attack introduces imperceptible yet artificial per-
turbations into the clean image, potentially leading to incor-
rect outputs even serious security concerns [Goodfellow et
al., 2014; Xie et al., 2017b; Jiao et al., 2023]. Among these
black-box attack techniques, transfer attacks [Dong et al.,
2018; Xie et al., 2019] generates Adversarial Examples (AE)
by attacking a surrogate model, which leads to better attack
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performance against these victim models with unknown net-
work structures and gradient information. Due to its ability to
initiate attacks without requiring direct access to the victim
models, transfer attack has garnered extensive attention and
research in various real-world applications [He et al., 2023]
such as autonomous driving [Deng et al., 2020] and surveil-
lance systems [Alparslan et al., 2020].

Building upon this foundation, an extensive array of trans-
fer attack methods has been studied, principally including
strategies such as input transformation [Wang et al., 2021;
Long et al., 2022], momentum-based [Lin et al., 2019; Wang
and He, 2021; Dong et al., 2018], objective-based [Huang et
al., 2019] methods, and modification of network structural
properties [Wang et al., 2023; Guo et al., 2020]. The above
transfer attack methods essentially optimize a single-variable
single-level objective w.r.t. surrogate model, thereby over-
looking the explicit formulation and evaluation for the at-
tack performance w.r.t. victim models. This deficiency has
significantly limited the generalization performance of the
AEs across varying victim models. Meanwhile, several stud-
ies [Yuan et al., 2021; Fang et al., 2022] have also focused
on designing meta-learning based methods to improve the at-
tack transferability of AEs with model ensembles or data aug-
mentation techniques. Whereas, they always require multiple
sampling iterations from the white-box model zoo and pose
challenges in integrating with various types of transfer attack
methods. Meanwhile, there is a notable lack of interpretabil-
ity of attack mechanism along with comprehensive theoreti-
cal analysis for these methods.

In this work, we establish the BilEvel Transfer AttacK
(BETAK) framework to address the above limitations.
Specifically, by revisiting the optimization process of trans-
fer attack based on its single-level objective of surrogate
model, we propose a new initialization derived bilevel opti-
mization paradigm to explicitly reformulate the nested con-
straint relationship between the Upper-Level (UL) pseudo-
victim attacker (w.r.t. perturbation initialization variable) and
the Lower-Level (LL) surrogate attacker (w.r.t. perturbation
variable). The LL subproblem corresponds to the same attack
objective as the single-level transfer attack, while the UL sub-
problem essentially reflects the ultimate objective function to
achieve better generalization performance over unknown vic-
tim models. As for the solution strategy, we first explicitly
calculate the Hyper-Gradient Response (HGR) as an effective
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feedback of transferability against one or more pseudo-victim
models. Then we further introduce the Dynamic Sequence
Truncation (DST) technique to dynamically adjust the back-
propagation path for HGR, which also effectively relieves the
computation burden. Besides, we provide convergence anal-
ysis of the BETAK framework where the LL subproblem has
non-convex propertity due to complex network structures and
objectives. Finally, we not only verify the attack performance
of BETAK against various victim models and defense meth-
ods, but also consider both targeted and untargeted scenarios
for thorough evaluation. Comprehensive ablation studies are
also conducted to analyze the effectiveness of BETAK and
DST technique. The main contributions are summarized as
follows:

• Different from directly optimizing a single-variable
single-level surrogate objective, we propose the BilEvel
Transfer AttacK (BETAK) framework based on the
established initialization-derived bilevel optimization
paradigm, to analyze and explicitly reformulate the
nested constraint relationship between the UL pseudo-
victim attacker and the LL surrogate attacker.

• Algorithmically, we propose the Hyper-Gradient Re-
sponse (HGR) estimation as an effective feedback of the
transferability against the pseudo-victim models. Mean-
while, we introduce the Dynamic Sequence Trunca-
tion (DST) technique to dynamically adjust the back-
propagation pathway for HGR computation, simultane-
ously alleviating the computational burden.

• We provide detailed algorithmic analysis of BETAK
with convergence guarantees to support non-convex
property of surrogate attackers. This demonstrates its
compatibility with a broader spectrum of surrogate mod-
els, characterized by intricate non-convex network archi-
tectures and objective functions.

• In-depth experimental analysis reveals that the BETAK
framework exhibits substantial improvements against
various victim models and defense methods (i.e.,
53.41% increase of attack success rates against the
IncRes-v2ens model). The ablation study also validates
the effectiveness of DST technique to enhance perfor-
mance and relieve computational burden.

2 Methodology
We first briefly revisit the single-level transfer attack process
w.r.t. the surrogate attacker, and then we introduce the ini-
tialization derived bilevel optimization paradigm and propose
two core techniques of BETAK, including the HGR estima-
tion and DST operation.

2.1 Preliminary of Transfer Attack
We first review the single-level problem definition of transfer
attacks to evaluate the transferability of AEs. We denote the
dataset as D = {ui,vi}Mi=1, where Di = (ui,vi) represents
the image and paired label. Then the fundamental objective
function of transfer attack could be described as

max
δ∈C
Lsur(δ;Di,R), (1)

where Lsur(δ;Di,R) = Lsur(R(ui + δ),vi)
)
, R denotes

the surrogate model. δ is the perturbation variable optimized
based on various attackers subject to C = {δ|∥δ∥ρ ≤ ϵ},
where C represents the range of values for the perturbations
generated by the attack, and ρ denotes the norm used for at-
tack generation. Typically speaking, we use δk to denote the
generated perturbation at k-th step maximization:

δk+1 ← ΠC
(
δk + α · sgn∇δLsur(δk;Di,R)

)
, (2)

where k = 0, 1, · · · ,K − 1, and Π is the projection oper-
ation. To this end, various gradient based attackers (single-
step [Goodfellow et al., 2014] or multi-step [Dong et al.,
2018]) could be combined to improve attack performance.

Therefore, existing methods have explored various tech-
niques to facilitate the maximization optimization in Eq. (1)
w.r.t. δ to enhance the transferability of AEs to unknown vic-
tim models, denoted as V . In this case, the ultimate objective
function of transfer attacks should be written as

max
δK∈Cvic

1

N

N∑
n=1

Lvicn

(
δK ;Di,Vn

)
, (3)

where Lvicn represents the objective of n-th victim models,
i.e., Vn, n = 1, . . . , N . Cvic denotes the constraint for the
victim model. Typically, Cvic is set as the same as C for
simplicity. Note that this objective reflects the essential goal
of transfer attacks, i.e., enhancing the generalization perfor-
mance of δK when transferred to black-box victim models.

2.2 Initialization Derived Bilevel Paradigm
We first introduce ϕ(δ) to denote the perturbation generated
by certain types of attackers with δ as the perturbation initial-
ization. When we remove the sgn operation [Cheng et al.,
2021], and take single-step gradient ascent as an example,
ϕ(δ) can be written as

ϕ(δ) = ΠC
(
δ + α · ∇δLsur(δ;Di,R)

)
. (4)

Then we construct the initialization derived bilevel optimiza-
tion paradigm to capture the nested constrained relationship
between Eq. (1) and Eq. (3), which can be written as:

min
δ∈C

F
(
ϕ(δ)

)
,where F := − 1

N

N∑
n=1

Lvicn

(
ϕ⋆(δ);Di,Vn

)
s.t.,ϕ⋆(δ) := argmin

ϕ∈C
f
(
ϕ(δ)

)
,where f := −Lsur

(
ϕ(δ);Di,R

)
.

(5)
ϕ⋆(δ) denotes the ‘best’ perturbation derived by iteratively
solving Eq. (4). In the following, the models utilized to con-
struct the UL objective will be referred to as the pseudo-
victim attacker. Accordingly, the LL surrogate attacker
aims to generate the ‘best’ adversarial perturbation to attack
the surrogate model, which shares similar motivation with
Eq. (1). While the UL pseudo-victim attacker is optimized
to achieve better generalization performance with the pertur-
bation derived from δ.

Bilevel optimization [Liu et al., 2023a] is well recog-
nized for modeling and solving various hierarchical appli-
cations problems [Liu et al., 2024; Gao et al., 2024], such
as hyperparameter optimization [Franceschi et al., 2017;



Liu et al., 2021a] and meta learning [Hospedales et al., 2020;
Liu and Liu, 2021]. The proposed initialization derived
bilevel paradigm clearly illustrates the constrained relation-
ship between the UL pseudo-victim attacker and LL surro-
gate attacker, and offers a new perspective to generate AEs
with better generalization capability when transferred to un-
known victim models.

2.3 Hyper-Gradient Response (HGR) Estimation
As shown in Eq. (5), the UL objective continuously optimizes
δ, which is defined as the initial state of the LL variable ϕ.
Then we introduce the HGR estimation to update δ in Eq. (5).
Specifically, we first construct the iterative dynamical system
by extending Eq. (4) as{

ϕ0(δ) = δ,
ϕk+1(δ) = ΠC

(
ϕk(δ)− α · ∇ϕf(ϕk(δ))

)
,

(6)

where k = 1, · · · ,K. Therefore, ϕ⋆(δ) could be approxi-
mated by

ϕ⋆(δ) ≈ ϕK(δ) = ϕ0(δ)− α ·
K∑

k=1

∇ϕf
(
ϕk−1(δ)

)
.

Following the chain rule, the hyper-gradient w.r.t. δ can be
explicitly calculated with auto differentiation as follows

∇δF
(
ϕK(δ)

)
=

(
∇δϕK(δ)

)⊤∇ϕF
(
ϕK(δ)

)
. (7)

The hyper-gradient contains second-order gradient infor-
mation as effective feedback of the transferability of ϕK(δ).
Then we adopt the estimated hyper-gradient to update δ by

δ = ΠC
(
δ − β · sgn∇δF

(
ϕK(δ)

))
,

where β denotes the learning rate. As the UL and LL objec-
tives converge, ϕ⋆(δ) is supposed to obtain better generaliza-
tion performance on the victim models.

In addition, it should be emphasized that we have no ac-
cess to the gradient information about unknown victim mod-
els in the scenario of transfer attacks. To define the UL vic-
tim attacker in Eq. (5), we assume that one or more arbi-
trary known models, in addition to R, could serve as pseudo-
victim models to imitate the victim models during transfer
process. These pseudo-victim models, denoted as Vn, inher-
ently satisfy the black-box attack nature for evaluating adver-
sarial transferability of ϕK and update its initialization, i.e.,
δ, which finally leads to ϕ⋆ with better generalization perfor-
mance. We also conduct extensive experiments to investigate
the influence of pseudo-victim model selection on transfer-
ability of AEs.

From another perspective, existing transfer attack methods
always obtain ϕK with empirically chosen or randomly ini-
tialized δ in Eq. (6), while we estimate the HGR to optimize
the initialization used for attacking R, which finally leads to
better generalization performance over unknown victim mod-
els. We provide more details to discuss the influence of alter-
native victim models in the ablation part.

Algorithm 1 BETAK Framework

Require: UL iteration T , LL attack iteration K, perturbation
δ, LL learning rate α and UL learning rate β.

1: Initialize δ0.
2: for t = 0 → T − 1 do
3: ϕ0(δ) = δt.
4: for k = 0 → K − 1 do
5: % Iterative attack with ϕk(δ).
6: ϕk+1(δ) = ΠC

(
ϕk(δ)− α · ∇ϕf

(
ϕk(δ)

))
.

7: end for
8: % Calculate K̃ with DST technique.
9: K̃ = argmax1≤k≤K

{
F
(
ϕk(δ)

)}
.

10: % Calculate the HGR estimation.
11: ∇δF

(
ϕK̃(δ)

)
=

(
∇δϕK̃(δ)

)⊤∇ϕF
(
ϕK̃(δ)

)
.

12: % Update δ with ϕK̃ .
13: δt+1 = ΠC

(
δt − β · sgn∇δF

(
ϕK̃(δ)

))
.

14: end for

2.4 Dynamical Sequence Truncation (DST)
We further introduce the DST operation to facilitate the HGR
estimation, which improves the theoretical properties and re-
lieve the hyper-gradient computation burden simultaneously.
In Eq. (7), the whole historical sequence of ϕ, i.e., {ϕk}Kk=1,
is used to estimate HGR and find better perturbation initial-
ization. Whereas, since the LL subproblem is mostly non-
convex due to the complex network structure of surrogate
models and varying objectives, there is no guarantee that the
obtained {ϕk}Kk=1 could uniformly lead to the convergence
of both subproblems. Meanwhile, although K is crucial for
proper approximation of ϕ⋆(δ), it is always impractical for
us to empirically choose ideal fixed K for HGR estimation.

In this paper, we propose to dynamically truncate the his-
torical sequence in Eq. (6) according to the change of the UL
objective. We first introduce the variable K̃ to replace fixed
K for HGR, calculated by

K̃ := arg max
1≤k≤K

{F (ϕk(δ))} . (8)

Theoretically, K̃ is chosen to minimize the worst case of
ϕk(δ) in terms of F

(
ϕk(δ)

)
so as to ensure that the se-

quence of solutions for f is consistently optimized with
F . This idea originates from the non-convex first-order
optimization methods [Liu et al., 2020; Liu et al., 2021b;
Liu et al., 2023b], and we extend this technique to relax the
theoretical properties of BETAK under the LL non-convex
scenario. Therefore, ϕ⋆(δ) is further approximated by ϕK̃ ,
and HGR can be estimated as

∇δF
(
ϕK̃(δ)

)
=

(
∇δϕK̃(δ)

)⊤∇ϕF
(
ϕK̃(δ)

)
. (9)

It should be noted that since K̃ is always selected from the
range of [1,K], the DST technique naturally saves the com-
putation cost for calculating the hyper gradient in Eq. (7). We
summarize the BETAK framework with HGR and DST tech-
niques in Alg. 1. By combining HGR estimation with the
DST operation, we further establish the convergence guaran-
tee of BETAK framework, which effectively handles the non-
convex property of LL surrogate attacker caused by complex
network structure and diverse loss functions.



Attacker Method Inc-v3∗ IncRes-v2∗ DenseNet MobileNet PNASNet SENet Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

PGD

N/A 16.34 13.38 36.86 36.12 13.46 17.14 10.24 9.46 5.52
SGM 23.68 19.82 51.66 55.44 22.12 30.34 13.78 12.38 7.90
LinBP 27.22 23.04 59.34 59.74 22.68 33.72 16.24 13.58 7.88
Ghost 17.74 13.68 42.36 41.06 13.92 19.10 11.60 10.34 6.04
BPA 35.36 30.12 70.70 68.90 32.52 42.02 22.72 19.28 12.40

BETAK (Ours) 53.34 45.08 74.68 74.54 42.48 49.94 30.80 24.90 17.60

MI-FGSM

N/A 26.20 21.50 51.50 49.68 22.92 30.12 16.22 14.58 9.00
SGM 33.78 28.84 63.06 65.84 31.90 41.54 19.56 17.48 10.98
LinBP 35.92 29.82 68.66 69.72 30.24 41.68 19.98 16.58 9.94
Ghost 29.76 23.68 57.28 56.10 25.00 34.76 17.10 14.76 9.50
BPA 47.58 41.22 80.54 79.40 44.70 54.28 32.06 25.98 17.46

BETAK (Ours) 58.24 47.30 81.82 80.50 49.26 55.76 35.82 31.04 22.68

VMI-FGSM

N/A 42.68 36.86 68.82 66.68 40.78 46.34 27.36 24.20 17.18
SGM 50.04 44.28 77.56 79.34 48.58 56.86 32.22 27.72 19.66
LinBP 47.70 40.40 77.44 78.76 41.48 52.10 28.58 24.06 16.60
Ghost 47.82 41.42 75.98 73.40 44.84 52.78 30.84 27.18 19.08
BPA 55.00 48.72 85.44 83.64 52.02 60.88 38.76 33.70 23.78

BETAK (Ours) 61.18 52.18 85.54 84.64 54.18 61.44 40.84 34.3 26.16

ILA

N/A 29.10 26.08 58.02 59.10 27.60 39.16 15.12 12.30 7.86
SGM 35.64 32.34 65.20 71.22 34.20 46.72 17.10 13.86 9.08
LinBP 37.36 34.24 71.98 72.84 35.12 48.80 19.38 14.10 9.28
Ghost 30.06 26.50 60.52 61.74 28.68 40.46 14.84 12.54 7.90
BPA 47.62 43.50 81.74 80.88 47.88 60.64 27.94 20.64 14.76

BETAK (Ours) 57.14 50.58 83.28 82.26 51.88 62.06 31.48 23.12 17.04

SSA

N/A 35.78 29.58 60.46 64.70 25.66 34.18 20.64 17.30 11.44
SGM 45.22 38.98 70.22 78.44 35.30 46.06 26.28 21.64 14.50
LinBP 48.48 41.90 75.02 78.30 36.66 49.58 28.76 23.64 15.46
Ghost 36.44 28.62 61.12 66.80 24.90 33.98 20.58 16.84 10.82
BPA 51.36 44.70 76.24 79.66 39.38 50.00 32.10 26.44 18.20

BETAK (Ours) 64.38 53.14 83.24 82.92 54.24 59.92 41.52 36.08 27.92

Table 1: We compare the ATR (%) results based on 5 iterative attackers (i.e., PGD, MI-FGSM, VMI-FGSM, ILA and SSA) incorporated with
4 model based methods (i.e., SGM, LinBP, Ghost and BPA). The AEs are generated with ResNet-50 backbones and tested on 2 pseudo-victim
(marked with ∗) and 7 victim models. The best and second-best outcomes are designated with boldface and underline, respectively.

(a) Surrogate Model (b) Inc-v3

(c) DenseNet (d) MobileNet-v2

Figure 1: The three subfigures in group (a)-(d) illustrate the adversarial loss landscape w.r.t. input variations of the clean sample in Fig. 2 and
corresponding AEs perturbed by SSA+BPA and BETAK. The color bars represent a common loss range and color mapping in each group.
We mark the maximum and minimum value within the range of x, y ∈ [−0.5, 0.5] w.r.t. ι⃗ and o⃗, respectively.



2.5 Algorithmic Analysis of BETAK
We delve into the theoretical foundations of BETAK, fo-
cusing particularly on the convergence properties in non-
convex scenarios. Following previous assumptions [Liu et al.,
2021b], when the UL variables only contain the initialization
variable of ϕk, i.e., δ, without including additional param-
eters, we have that the initialization-based bilevel optimiza-
tion paradigm, depicted in Eq. (5), is actually a special case
of the explicit gradient-based methods [Liu et al., 2023b].
Consequently, with the LL non-convex property, by introduc-
ing K̃ to dynamically truncate the historical sequence (i.e.,
{F

(
ϕk(δ)

)
}Kk=1) obtained from the gradient based attack it-

erations, we demonstrate that any limit point of the UL se-
quence is guaranteed to converge to a stationary point satisfy-
ing the first-order optimality conditions of Eq. (5). This above
convergence analysis ensures that despite the non-convex na-
ture of LL surrogate attackers, BETAK can reliably find so-
lutions that are robust and practically effective to improve the
transferability across unknown victim models. When we de-
rive the optimized perturbation initialization, BETAK could
flexibly combined various attack methods to perform the sur-
rogate attack process and obtain the optimal perturbation. In
the experimental part, we demonstrate the flexibility of BE-
TAK combined with different basic iterative attackers.

3 Experiments
We evaluate the performance improvement of BETAK com-
pared with representative transfer attack methods against var-
ious victim models and defense techniques under both tar-
geted and untargeted attacks.

3.1 Experimental Setting
Dataset and Models. We follow the commonly used settings
to randomly select 5000 images from 1000 categories of the
ImageNet (ISLVRC2012) validation set, all of which could
be correctly classified by the victim models. For fair compar-
ison, we choose the commonly used ResNet-50 backbone as
the surrogate model. We select 9 victim models with differ-
ent network structures, including 6 standardly trained mod-
els, i.e., Inception (Inc)-v3 [Szegedy et al., 2016], IncRes-
v2 [Szegedy et al., 2017], DenseNet [Huang et al., 2017],
MobileNet-v2 [Sandler et al., 2018], PNASNet [Liu et al.,
2018], SENet [Hu et al., 2018] and 3 robustly trained mod-
els, i.e., Inc-v3ens3, In-v3ens4 and IncRes-v2ens [Tramèr et
al., 2017]. As for the implementation of BETAK, we con-
sider Inception-v3 and IncRes-v2 as the pseudo-victim model
since they are proposed earlier. Besides, it can be clearly ob-
served from the ablation results that introducing either one as
the pseudo model will significantly improve the attack per-
formance against other victim models. We adopt the Attack
Success Rate (ATR) as the evaluation criterion for the perfor-
mance of transfer attacks.

Baselines and Training Details. We choose 5 represen-
tative attackers including the basic multi-step attacker (i.e.,
PGD [Kurakin et al., 2018b]), 2 momentum based attackers
(i.e., MI-FGSM [Dong et al., 2018] and VMI-FGSM [Wang
and He, 2021]), objective based attacker (i.e., ILA [Huang
et al., 2019]) and input transformation based attacker ( i.e.,

Figure 2: The CAM results of the clean image (labeled as Shower
Cap) in Fig. 1 and corresponding AEs generated with ResNet-50 by
SSA+BPA and the proposed BETAK. Green and red marks repre-
sent that the image is correctly and wrongly classified, respectively.

SSA [Long et al., 2022]). Besides, we also consider vari-
ous model-related methods including SGM [Wu et al., 2020],
LinBP [Guo et al., 2020], Ghost [Li et al., 2020] and
BPA [Wang et al., 2023]. We follow the hyper parameter
setting in BPA to implement the above methods. In the untar-
geted scenario, we set the UL iteration T = 10, ϵ = 8/255
and UL learning rate β = 1.6/255 for all the methods. As
for the targeted attacks, we set T = 300, ϵ = 16/255 and
β = 16/255. As for the hyper parameter of BETAK, since we
omit the sgn operation, we set the LL learning rate α = 2.0
and LL iteration K = 10.

3.2 Experimental Results
Quantitative Results with Untargeted Attacks. We first
evaluate the attack performance of BETAK against vari-
ous victim models in comparison with state-of-the-art attack
methods. In Tab. 1, we test the ATR with 2 pseudo-victim
models and 7 victim models. As it is excepted, BETAK im-
proves the ATR on Inception-v3 and IncRes-v2, since these
pseudo-victim models provide the feedback of generalization
performance by participating in the HGR estimation w.r.t. δ.
More importantly, it is shown that BETAK also significantly
improves the attack performance against other 7 victim mod-
els. Therefore, by continuously optimizing the pseudo-victim
attacker w.r.t. δ, the generated AEs are supposed to have bet-
ter generalization performance to unknown victim models.

Evaluation with Defense Strategies. We implement
5 representative defense methods for evaluation, including
HGD [Liao et al., 2018], R&P [Xie et al., 2017a], NIPS-
r3 [Kurakin et al., 2018a], JPEG [Guo et al., 2017] and
RS [Cohen et al., 2019]. We compare the ATR of BETAK
and these methods against different defense strategies based
on the PGD and MI-FGSM in Fig. 3. It can be observed that
BETAK generates AEs that have consistently stronger attack
performance against different defense techniques.

Visualization of Adversarial Loss Landscapes. In Fig. 1,
we also plot the adversarial loss landscapes of different vic-
tim models for the same clean image and two adversarial im-
ages generated by SSA+BPA and BETAK in Fig. 2. The ad-
versarial loss is calculated with Lvic(u + x⃗ι + yo⃗), where
u denotes the original clean image or adversarial image,



Attacker Method Inc-v3∗ IncRes-v2∗ DenseNet MobileNet PNASNet SENet Inc-v3ens3 Inc-v3ens4 IncRes-v2ens
N/A 0.54 0.80 4.48 2.04 1.62 2.26 0.18 0.08 0.02
SGM 2.56 3.12 15.08 8.68 5.78 9.84 0.62 0.18 0.04

PGD LinBP 5.30 4.84 16.08 8.48 7.26 7.94 1.50 0.54 0.28
Ghost 1.34 2.14 10.24 4.74 3.90 6.64 0.36 0.16 0.10
BPA 6.36 7.80 23.30 12.26 12.54 11.86 1.72 0.82 0.50

BETAK (Ours) 7.66 9.14 24.90 13.08 13.78 12.62 2.08 0.84 0.70

MI-FGSM

N/A 0.16 0.26 2.06 0.90 0.42 1.22 0.00 0.02 0.02
SGM 0.74 0.76 5.84 3.24 1.66 3.70 0.00 0.02 0.00
LinBP 3.30 3.00 13.44 6.26 5.50 7.18 0.30 0.10 0.02
Ghost 0.66 0.76 5.48 2.14 1.58 3.38 0.08 0.02 0.00
BPA 4.26 5.02 18.54 8.98 8.40 10.18 0.44 0.16 0.06

BETAK (Ours) 6.62 6.86 20.06 10.60 9.52 10.80 0.76 0.26 0.08

Table 2: We report comparative results of targeted ATR (%) based on 9 victim models. All the AEs are generated with ResNet-50 backbones.
The best and second-best outcomes are designated with boldface and underline, respectively.

Attacker Method HGD R&P NIPS-r3 JPEG RS

PGD

N/A 17.40 5.58 14.58 11.42 8.00
SGM 26.50 7.62 22.54 13.88 8.98
LinBP 31.34 8.32 24.42 16.40 8.82
Ghost 19.8 6.18 15.92 12.16 8.38
BPA 39.12 12.74 30.26 22.30 9.04

BETAK (Ours) 45.48 14.58 38.18 26.72 9.68

MI-FGSM

N/A 27.14 8.82 23.04 17.52 9.38
SGM 33.88 11.30 31.64 20.62 10.42
LinBP 40.34 9.92 31.62 21.06 9.52
Ghost 30.70 9.62 24.62 19.14 9.62
BPA 52.42 17.66 40.96 31.34 11.36

BETAK (Ours) 59.80 22.64 53.44 36.26 12.52

Table 3: Comparative results for ATR (%) based on 5 defense meth-
ods with PGD or MI-FGSM as the basic attacker.

ι⃗ = sgn(∇uLatk(u)) and o⃗ ∼ Rademacher(0, 0.5) are the
sign gradient direction and random direction (x and y are
the corresponding linear coefficients). To be general, when
the original adversarial image exhibits stronger attack perfor-
mance, the loss near the origin of the adversarial loss land-
scape should be larger and exhibit a steeper variation trend.

We can easily observe that the adversarial loss landscapes
of the adversarial image generated by SSA+BPA for differ-
ent victim models are more similar to these landscapes of the
clean image. In comparison, adversarial landscapes of BE-
TAK for different victim models have greater loss and are
significantly steeper than the clean image and the adversarial
image of SSA+BPA, demonstrating stronger attack perfor-
mance against the surrogate model, pseudo-victim model and
two victim models.

Analysis of the CAM Results. To explained the mecha-
nism of BETAK more vividly, we compare the Class Acti-
vation Mapping (CAM) [Selvaraju et al., 2017] results of 6
victim models for the clean image and the AEs generated by
SSA+BPA and our BETAK in Fig. 2. Darker red regions in-
dicate that these pixels are more important for the classifica-
tion output, and darker blue indicates that these pixel regions
are less important. The white rectangular dashed box and the
dashed lines highlight the regions that the model focuses on

the most in both clean samples and AEs, significantly influ-
encing the classification outputs. We can draw the following
conclusions.

• Although these models have totally different network
structures, they all payed much attention to similar area
of the clean image around the key item for classification.

• These victim models reacted absolutely different to
the AE of SSA+BPA. In particular, Inc-v3 still cor-
rectly classified the shower cap, and both IncRes-v2 and
DenseNet still payed much attention to the critical area
of the AE as same as the clean image.

• In comparison, all the victim models misclassified the
AE generated by BETAK, and they also turn their atten-
tion to totally different areas distant from the clean im-
age. More importantly, the critical areas of the AE that
these victim models focus on are concentrated in simi-
lar locations, which indicates that a better perturbation
initialization is provided by BETAK.

Targeted Transfer Attack Scenario. We evaluate the gen-
eralization performance of BETAK on the targeted transfer
attacks. Practically, we follow previous works [Zhao et al.,
2021] to optimize the logits loss based on the PGD and MI-
FGSM attacker. In Tab. 2, we report the ATR of BETAK
against different victim models under the targeted attack sce-
nario. It can be observed that BETAK also consistently im-
proves the attack performance under the more challenging
targeted attack scenario.

3.3 Ablation Study
Influence of Pseudo-victim Models. We conduct the abla-
tion study to evaluate the attack performance of BETAK by
selecting different pseudo-victim models to construct the UL
victim attacker in Tab. 4. We have the following observations.

• We first evaluate the ATR of BETAK with a single vic-
tim model, i.e., Inception-v3 or IncRes-v2. We can eas-
ily find that even with a single pseudo-victim model par-
ticipating in the UL objective, BETAK also significantly
improves the ATR again the left 8 victim models.

• Integrating IncRes-v2 exhibits higher performance im-
provement compared with Inception-v3, which can be



Attacker Method Inc-v3 IncRes-v2 DenseNet MobileNet PNASNet SENet Inc-v3ens3 Inc-v3ens4 IncRes-v2ens
PGD BPA 35.36 30.12 70.70 68.90 32.52 42.02 22.72 19.28 12.40

BETAK
+Inc-v3∗ 50.08↑14.72 36.96↑6.84 72.56↑1.86 73.24↑4.34 36.66↑4.14 45.96↑3.94 26.84↑4.12 21.78↑2.50 14.08↑1.68

+IncRes-v2∗ 46.64↑11.28 48.66↑18.54 74.58↑3.88 74.44↑5.54 41.94↑9.42 49.42↑7.40 30.08↑7.36 24.18↑4.90 16.82↑4.42
+Inc-v3∗, IncRes-v2∗ 53.34↑17.98 45.08↑14.96 74.68↑3.98 74.54↑5.64 42.48↑9.96 49.94↑7.92 30.80↑8.08 24.90↑5.62 17.60↑5.20

Table 4: We report the ablation results of ATR (%) for the proposed BETAK by adopting different combination of pseudo-victim models to
design the UL subproblem. The best and second-best outcomes are designated with boldface and underline, respectively.

Figure 3: Ablation results of the ATR for PGD+BPA and our BE-
TAK framework by adjusting T , K or removing the DST operation
(denoted as w/ and w/o DST).

explained by the fact that IncRes-v2 is more advanced
by combing ResNet and Inception-v4 with higher per-
formance and more complex structure.

• When we integrate both models to construct the UL
objective, BETAK obtains better attack performance
across all the 9 victim models. Therefore, combining
more pseudo-victim models essentially helps generate
AEs with more effective feedback of the transferability,
which will facilitate the generalization performance by
optimizing Eq. (5).

Influence of K and T . We conduct the ablation study to
analyze the influence of UL and LL iteration. In Fig. 3, we
compare the ATR of BETAK with PGD+BPA by changing
T , K or removing the DST operation. As for the influence
of T , we can observe that even 1-step update of δ also sig-
nificantly enhance the attack performance of generated AEs,
which demonstrate the effectiveness of BETAK. When we
adopt more UL iterations for update, the adversarial pertur-
bation converges with a better initialization by continuously
optimizing F (δ), thus the attack performance are further im-
proved. From this perspective, implementing BETAK with
larger T improves the convergence results, thereby facilitat-
ing the transferability of AEs. As for the influence of K, the
larger K leads to better approximation of ϕ⋆(δ) to benefit the
HGR estimation, which is demonstrated by the performance
improvement of ATR with larger K.

Influence of the DST Operation. From Fig. 3, it is ob-
served that the introduction of the DST operation does not
have a significant impact on the attack performance when
K = 10. However, as K increases to 20, the absence of the
DST operation results in the degradation of the attack perfor-

Figure 4: Ablation results of the time for Backpropagation (BP) for
the first 10 batches of images and the average K̃ of DST operation
as the UL iteration increases. Note that when DST operation is re-
moved, K̃ is set to the same value as K.

mance on certain victim models compared to K = 10. In
comparison, incorporating DST operation yields the highest
attack performance across various victim models. Further-
more, the influence of DST has also been analyzed with dif-
ferent K in Tab. 4. The observation could be summarized as
follows.

• The variation of K̃ with and without DST operation as
T increases was examined in the first subfigure. The
values depicted were calculated using the average value
of first 10 batches during training. It is evident that K̃
with DST operation are significantly reduced relative to
the fixed K and tend to stabilize as T increases.

• We also calculate the runtime time for Backpropagation
(BP) across the first 10 batches. Note that higher BP
time of the first batch is attributable to one-time initial-
ization such as computation graph construction.

• As indicated in the second subfigure, DST operation en-
ables the BP cost at K = 20 to be even lower than at
K = 10 without DST. In summary, K̃ with DST opera-
tion not only assists BETAK in achieving superior attack
performance but also effectively reduces the computa-
tional overhead for HGR estimation.sh

4 Conclusion
This paper introduces an initialization derived optimization
paradigm to enhance the transferability of AEs, along with
two efficient techniques to improve theoretical properties and
computation efficiency under the BETAK framework. Com-
prehensive experimental evaluations validate BETAK’s effec-
tiveness with substantial ATR increase across diverse victim
models and defense techniques.
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